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1 Introduction

Explainable Artificial Intelligence (XAI) (Xu et al. 2019)
has received increasing attention in fields such as finance
and healthcare, which demand a reliable and legitimate rea-
soning process. Argumentation Frameworks (AFs), e.g. as
first studied in (Dung 1995), are promising tools in the XAl
field (Mittelstadt, Russell, and Wachter 2019) due to their
transparency and interpretability, as well as their ability to
support reasoning about conflicting information (éyras et
al. 2021; Albini et al. 2020; Potyka 2021; Potyka, Yin, and
Toni 2023; Ayoobi, Potyka, and Toni 2023). In Quantita-
tive Bipolar AFs (QBAFs) (Baroni et al. 2015), each argu-
ment has a base score, and its final strength is computed by
gradual semantics based on the strength of its attackers and
supporters (Baroni, Rago, and Toni 2019). QBAFs can be
deployed to support several applications. For example, (Co-
carascu, Rago, and Toni 2019) build QBAFs to rate movies
by aggregating movie reviews. The QBAFs have a hierarchi-
cal structure, where the goodness of movies is at the top and
influenced by arguments about criteria like the quality of act-
ing and directing. These criteria/arguments, in turn, can be
affected by subcriteria/subarguments like the performance
of particular actors. In this application, the base scores of
arguments are obtained from reviews via a natural language
processing pipeline; finally, a gradual semantics is applied to
determine the final strength of movies as their rating scores.

While the gradual semantics of a QBAF provides an as-
sessment of arguments, we may also be interested in an in-
tuitive understanding of the underlying reasoning process.
This leads to an interesting research question initially raised
by (Delobelle and Villata 2019): given an argument of in-
terest (topic argument) in a QBAF, how to explain the
reasoning outcome (i.e., the strength) of this topic argu-
ment?

Most current approaches in the literature address this
question by defining argument-based attribution explana-
tions (Delobelle and Villata 2019; Cyras, Kampik, and
Weng 2022; Yin, Potyka, and Toni 2023), which explain
the strength of the topic argument by assigning attribution
scores to arguments: the greater the attribution score, the
greater the argument’s contribution to the topic argument.
However, in many cases, more fine-grained relation-based
attribution explanations (RAEs) may be beneficial, or even
necessary. For illustration, consider Figure 1, and assume

Figure 1: Graphical view of (elements of) a QBAF resulting from
aggregating movie reviews (here, nodes are arguments, edges la-
belled + are supports, edges labelled - are attacks, and the r; are
identifiers for the edges (for ease of reference)).

that the QBAF (partially) depicted therein results from ag-
gregating movie reviews as in (Cocarascu, Rago, and Toni
2019), where « is a movie to be rated (topic argument).
Here, the review /3 has a positive argument attribution score
by supporting the famous actor y and the influential director
&, which attacks bad directing £, but this argument view con-
ceals the fact that 3 also weakens « by attacking its genre 1),
which supports the topic argument. In contrast, (our) RAEs
give more fine-grained insights: although [ has a positive
contribution via 1 and 73 to «, it also has a negative contri-
bution via rg.

2 Contribution

Motivated by the aforementioned considerations, we make
the following contributions:

* We propose a comprehensive theory of RAEs that adapts
Shapley values to quantify the contributions of both at-
tack and support relations within QBAFs. This approach
addresses the limitations of traditional argument-based at-
tribution methods by providing more detailed insights into
the influence of individual relations.

* We propose several desirable properties of RAEs, includ-
ing some adapted from properties of Shapley values and
some defined ex-novo. These properties ensure that RAEs
provide reasonable and faithful explanations.

* Recognizing the computational challenges of calculat-
ing exact Shapley values in large QBAFs, we introduce
a probabilistic algorithm that efficiently approximates



RAESs. This algorithm is validated with theoretical con-
vergence guarantees and empirical evidence of its quick
convergence.

* To demonstrate the utility of RAEs, we conduct two de-
tailed case studies: one on fraud detection and another
on Large Language Models (LLMs). These case studies
illustrate how RAEs can be applied to real-world scenar-
ios, providing actionable insights and enhancing the inter-
pretability of complex decision-making processes.

3 Relevance to KR

Our research is centered on the explainability of formal
QBAFs, an area that holds significant relevance for re-
searchers specializing in argumentation theory as well as
those involved in XAI. Specifically, it caters to researchers
who are dedicated to enhancing the explainability of formal
models through the application of XAl techniques. By delv-
ing into the intricate mechanisms of QBAFs, our work aims
to bridge the gap between formal models and their practical
explainability, making it a compelling and valuable study for
researchers in these intersecting fields.

4 Significance of Results

This paper introduces the concept of RAEs as a reason-
able and faithful method for enhancing the explainability of
QBAFs. By adapting Shapley values to the context of ar-
gumentation, RAEs provide a detailed, theoretically sound,
and computationally feasible approach to attributing argu-
ment strength to both attacks and supports within QBAFs.
This methodological advancement allows for a nuanced un-
derstanding of the role of attacks and supports, offering fine-
grained insights into their influences.

The significance of this work is underscored through com-
prehensive case studies that demonstrate the practical util-
ity of RAEs. These case studies highlight how RAEs can
effectively explain the reasoning processes within QBAFs,
thereby improving the transparency of QBAFs. This in-
creased transparency is crucial for fostering trust in Al
systems, particularly in applications where understanding
the underlying decision-making processes is essential. By
bridging the gap between theoretical foundations and practi-
cal application, this paper contributes a significant advance-
ment to the fields of argumentation theory and XAlI, offer-
ing researchers and practitioners a reasonable and faithful
method for enhancing the interpretability and reliability of
QBAFs.
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